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The leaderboard of Large Language Models (LLMs) in mathematical tasks has been continuously updated. However, the majority of evaluations focus 
solely on the final results, neglecting the quality of the intermediate steps. This oversight can mask underlying problems, such as logical errors or 
unnecessary steps in the reasoning process. To measure reasoning beyond final-answer accuracy, we introduce REASONEVAL, a new methodology 
for evaluating the quality of reasoning steps. REASONEVAL employs validity and redundancy to characterize the reasoning quality, as well as 
accompanying LLMs to assess them automatically. 

Introduction

Data Selection

Validity: the step contains no mistakes in calculation and logic

Redundancy: the step lacks utility in solving the problem but is still valid
 

 An improvement in the result accuracy is not 
sufficient to ensure an enhancement in the 
overall quality of reasoning steps in 
challenging mathematical problems.

 The model scale, the base model, and the 
training methods have significantly influenced 
the quality of reasoning steps.

When a model is unsure about how to solve a 
problem, it tends to make more attempts that 
lack meaningful progression.

Findings REASONEVAL can select high-quality 
training data to improve the efficiency of 
solving problems and the quality of solutions.

Resource

Code: https://github.com/GAIR-NLP/ReasonEval

Model: 
https://huggingface.co/GAIR/ReasonEval-7B
https://huggingface.co/GAIR/ReasonEval-34B
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