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O1 Journey 

We record the entire human thought process in solving math problems and 
we find ... 
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CoT vs. Human Thinking Process 
Models lack detailed thinking processes

Annotations by Haoyang Zou, Yixin Ye

gpt4-o



Cognition Engineering

CoT Cognition Engineering

Master the entire human cognitive process
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OpenAI's Five Steps to AGI
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Cognition Engineering Advances the Models to 
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The Success of Scaling Law

The development in level 1 AGI is mainly attributed to the success of the 
scaling law.



The Bottleneck of Public Human Text Data

Will we run out of data? Limits of LLM scaling based on human-generated data, in ICML 2024

Models will be trained on datasets roughly equal in size to the available 
stock of public human text data between 2026 and 2032.



The Advanced Models are Still a Long Way from 
Level 2 Reasoners

Language Models, Agent Models, and World Models: The LAW for Machine Reasoning and 
Planning, in arxiv 2023



The O1 Preliminary Demonstrates the Key Role of 
Cognition Engineering in Reasoning

The performance of o1 The hidden thinking process of o1 contains the intrinsic 
human-like cognitive process.



Cognition Engineering Provides the Foundation for 
the Next Level of AGI 
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An Example: the Level 3 Agents

utilizing LLMs/LMMs for operate computers automatically

The model needs to iteratively refine its actions according to the state of the 
tasks, which requires strong cognitive abilities, such as exploration, reflection



An Example: the Level 4 Innovators

generate new knowledge from existing knowledge

mathematics experimental disciplines

hypothesis

experimentsunsolved problems for 
humans, e.g., the 
Riemann Hypothesis.

No shortcuts

cognition 
engineering



The Computation Cost of Cognition Engineering

CoT Cognition Engineering

performance

computation costlow high

? ?



The Goal of Cognition Engineering

To Cot or not to Cot? Chain-of-thought helps mainly on math and symbolic reasoning, in arxiv 2024

CoT gives strong performance benefits primarily on tasks involving math or logic, 
with much smaller gains on other types of tasks



The Goal of Cognition Engineering
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Selection Criterion for Agent

Utilizing Pass@N to estimate the upper bound of performance gain from the pipeline.

Pass@N



Design Consideration for Feedback Types
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Design Consideration for Feedback Types

0.8

        response

It is great

explorationmodel-based

auto-jCritiqueLLM

Shepherd

ORM PRM

1
4The answer is incorrect

File: ... error

The eraser is on the table

tool-based



Design Consideration for Integration Methods
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Design Consideration for Integration Methods

Teaching Large Language Models to Self-Debug, in ICLR 2024 

sequential integration: (�, �1, �1, �2, �2, . . . ) 

Encouraging Divergent Thinking in Large Language Models through Multi-
Agent Debate, in EMNLP 2024



tree-like integration: search along the tree guided by reward

Beam Search Lookahead  Search

Design Consideration for Integration Methods



End-to-end Implementations
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System-2 prompting
Pipeline Implementations
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Prompting models for System 2 thinking

https://github.com/richards199999/Thinking-Claude/tree/main https://github.com/bklieger-groq/g1

Pros: low cost 
Cons: no empirical results for performance gain



Imitation Learning
Pipeline Implementations
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Constructing Long Thoughts
Human-involved methods
Pros: high quality
Cons: high cost

Human annotations Human-AI  involved

think aloud convert human EEG signals 
into explicit language

question

First, there is ...

Wait, perhaps it is better 
to arrange

Well, let us 
arrange the ...

...



Constructing Long Thoughts
Gathering the trajectory of the system implementations
Pros: scaling
Cons: The alignment between the action from the agent and feedback signal 
is challenged.

o1 Replication journey: A strategic Progress Report--Part 1, in arxiv 2024  



Constructing Long Thoughts
Gathering the trajectory of the system implementations
Pros: scaling
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Recursive Introspection: Teaching Language Model Agents How to Self-Improve, in arxiv 2024
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O1 Replication Journey -- Part 2: Surpassing O1-preview through Simple Distillation, Big Progress or Bitter Lesson?, in arxiv 2024

Distillation from models like o1
Pros: low cost and guarantees performance
Cons: The upper bound of the models is o1
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Reinforcement Learning
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Reinforcement Learning

DPO/PPO

core: training a reward model for high-
quality human thinking process



Reinforcement Learning

Thinking LLMs: General Instruction Following with Thought Generation, in arxiv 2024

 outputs: thought + response
 dpo only in the response



Training Language Models to Self-Correct via Reinforcement Learning, in arxiv 2024

Reinforcement Learning
multi-turn rl
 the first attempt is correct
 the first attempt is incorrect but the second attempt is correct



Connections Between the Two Implementations
Pipeline Implementations
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Q&A
 What’s the cognition engineering?

 Teach models to learn from the entire human cognitive process.
 Why now cognition engineering?

 Level 2 AGI: cognition engineering advances the models to reasoners
 Level 3-5 AGI: cognition engineering provides the foundation for the 

next level of AGI
 How to implement the cognition engineering? 

 Pipeline implementation
 Agent
 Feedback                      
 Integration

 End-to-end implementation
 System-2 prompting
 Imitation learning
 Reinforcement learning

Our position paper  'Cognition 
Engineering' will be preprinted soon！


