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® \What’s the cognition engineering?
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I CoT vs. Human Thinking Process

Models lack robust iterative problem-solving capabilities

-
5
Letag, a;, a,, ... be an infinite sequence of real numbers such that 4y = Eand a, = 211,21_] — 1for every positive integer 7. Let cbe the
smallest number such that for every positive integer 71, the product of the first nterms satisfies the inequality [a¢a; ... a,_1| < zi
L . What is the value of 100c, rounded to the nearest integer?

5, _ 119 —23439
17 169 28561

ay =

Step 2: Analyze the product of the terms
We now examine the product of the terms up to a,, 1. The product of the first few terms is:

5 7119‘ 5x 119 595

lagas| = ‘13 * 169 | T 13169 2197

and

5 —119 —23439‘ 5 x 119 x 23439

laoaraa] ‘E ¥ 160 * 28561 | 13 x 169 x 28561

For large n, the product \agal -+ a,_1| tends to become smaller. Our goal is to determine the
smallest ¢ such that the inequality

¢
lagar -+ ana| < o

~

holds for all n. This requires understanding the behavior of the sequence and the growth of the
product.
Step 3: Estimate the constant ¢

Given that the recurrence involves squaring terms, we expect the terms a,, to rapidly decrease in
magnitude. This suggests that |aga; - + ~an,1\ decays exponentially, and we are looking for the

smallest ¢ such that the inequality holds.

Using numerical methods or deeper analysis of the recurrence relation, it can be determined that

the smallest ¢ is approximately g

Step 4: Compute 100c

Given that c =~ %, we compute

100c ~ 100 x g =62.5.

5
We have an infinite real number sequence do, a1, d;, ..., where the initial term 4o = 3. The recurrence relation is: 4, = 2a2_; - 1

for all 1 1. Our goal is to find the smallest constant csuch that for all 1, the inequality |ag; -+ ,1] < 5holds true. Ultimately, we need
tocaleulate _100cand round.it to the nearest intecer

5
First, we have the recurrence formula: @, = ZH,ZH — 1. The initial condition is @y = e To better understand this recurrence relation, we can

2
5 5 5 50 -
try calculating the first few terms: a; = 242 =1 = z(ﬁ] —1=2x ]%—1 ===
2
o2 q = 119) g, 14161 28320 28320-26561 _ -239 "
ay =2a7-1= 2[—169] 1=2X 5z =1=3ma~ 1 = —3mar — = 3sse1- BY calculating the first few terms, we can observe the trend

of the sequence a,,. However, this does not directly help us solve the inequality problem. Therefore, we need to find a more effective method.

/

The original inequaty is: [dod1 -~ 4,11 < 5 10 Simplity this inequality. we can mulliply boih sides by 27 |24y - 24 - 28, 1] < c. This

way, we have transformed the inequality into a product form involving 2a;. However, while this step simplifies the form of the inequaliy, it doe:

not immediately reveal how to further handle the product of 24;. Thus, we need to explore other methods to address this recurrence relation.

This similarity leads us to the idea that perhaps we can relate the sequence a,to the cosine function. Suppose each term a,,can be
represented as the cosine of a certain angle. Specifically, let: 4, = cos 0,,. Thus, the recurrence formula becomes: cos 0,, = 20520, =1
According to the double-angle formula, we know: cos(20) = 2 cos20 — 1. Therefore, we can deduce: cos 8, = cos(20,, ). This implies:
6, =26, or 6, = —20,; + 2km, but here we take the positive angle. Thus, the relationship between the angles is: 0, = 26,,_1. By
5

iterating further, we obtain: 0, = 2"@gwhere Oqis the initial angle corresponding to . Based on our definition: @y = cos 0y = 3.

5
To find 6, we need to calculate: € = arccos(ﬁ]. Additionally, we can compute:

3
5 25 144
sinfy =/1-cos0, = [1- [EJ =/ - /E = £5.Thus, we have sin 0 = 35 Returning to our inequaliy:

n-1

agay -+~ 1 < 5. Based on our definition a; = cos 0, we have: aya; -+ a, 1 = I cos ;. Since 6; = 2/6, we can express the
n-1 -1 Sin(2"6,; .

product as: H,-:o cos(2'60,). Using the product formula for cosines, we know: H,:o cos(2'6,) #ﬂeu} Therefore, the inequality can be

Sin(2"6,)

27sin 0,

c

transformed to:

Multiplying both sides by 2" sin 6y(noting that sin 0, > 0), we obtain: |sin(2"0p)| < c-sin 0.

12 12

Substituting the known sin 0y = 12, we get: | sin(2"6,)| < ¢ 13.To ensure this inequality holds for all 1, we require:

2"6y : & : ; e B
c> ‘Sm(m ol %Ism(Z"@u)\. Since [sin(2"6,)| < for all 1, the smallest cmust satisfy: ¢ > g Therefore, the smallest cis g The
™
13 _ 13 =
problem requires us to calculate 100cand round itto the nearest integer. Based on our value for ¢: 100c = 100 % 13 = 220 = 1083,

Raundina 108.3to the nearest inteaer. we obtain: 100 ~ 108. Therefore. the final answer is 108

Annotations by Haoyang Zou




I CoT vs. Human Thinking Process

Models lack robust iterative problem-solving capabilities
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I CoT vs. Human Thinking Process

Models lack detailed thinking processes
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I Cognition Engineering

Master the entire human cognitive process

{ : ( : Cognition Englneerlng
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I Cognition Engineering

CoT: the importance of the intermediate steps
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I Cognition Engineering

Cognition Engineering: the importance of the entire human thought process

Cognition Engineering
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l Outlines

® \Why now cognition engineering?



OpenAl's Five Steps to AGI

PE-#iE

N Meta Q@xnv—=

. m An Al-Model that can Think!!

@ OpenAl - ol

e

Level 1: =) Level 2: Level 3: Level 4. Level 5:
Chatbots Reasoners Agents Innovators Organizations
Al with conversational Human-level problem  Systems that can take Al that can aid in Al that can do the work
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Cognition Engineering Advances the Models to
Reasoners
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language solving actions invention of an organization



IThe Success of Scaling Law

The development in level 1 AGI is mainly attributed to the success of the
scaling law.

7 4.2
6 —— L=(D/5.4-1013)7009 | 5.6 —— L =(N/8.8-1013)-0.076
3.9
48
8 5 3.6
' 4.0
Sa
jd
S 3.3 55
3
3.0
2.4
L = (Cpin/2.3 - 108)~0:050
2 i ! 7 T 2] ; . . ' ‘
R A 108 10° 10 107 10°
Compute Dataset Size Parameters

PF-days, non-embedding tokens non-embedding



IThe Bottleneck of Public Human Text Data

Models will be trained on datasets roughly equal in size to the available
stock of public human text data between 2026 and 2032.
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Will we run out of data? Limits of LLM scaling based on human-generated data, in ICML 2024



The Advanced Models are Still a Long Way from
Level 2 Reasoners

Language reasoning

i To clean the classrooms in our school, we
I have the following plan: we'll have the grade
: 7 students to do the clean this year, grade 8
. GPT4 . do the clean next year, and grade 9 students
i : do the clean the year after the next year. Are
_ there any problems with this plan?

Explain the process of 3452x253

3452 i

x 253 |

""" i (&) cpra

10356 (3452 x 3) : =y

6904 (3452 x 5, shifted one position to the left) i

+3452 (3452 x 2, shifted two positions to the left) .. The cleaning responsibilities should
..... not interfere with the students' primary
873256 : focus on education ...

So, 3452x253 = 873256.

(correct answer: 873356) |

Language Models, Agent Models, and World Models: The LAW for Machine Reasoning and
Planning, in arxiv 2023



The O1 Preliminary Demonstrates the Key Role of
Cognition Engineering in Reasoning

0 gptdo

ML Benchmarks

MATH

MathVista (testmini)
MMMU (val)

MMLU
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AP English Lang
AP Physics 2
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SAT EBRW

percent raw score

College Mathematics

[0 olimprovement

PhD-Level Science Questions
(GPQA Diamond)

20 40 60 80 100
pass@1accuracy

MMLU Categories

Global Facts
College Chemistry

Professional Law
Public Relations
Econometrics

Formal Logic
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pass@1accuracy

The performance of o1

Root: BER p(1/x) = xA2 [@FE
|
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|
= 91 a(x) WBR
| L—— Therefore: q(k) = 0 for k = %1, 2, ..., #n
|

—— Let me consider: #& s(x) = x"(2n)q(x)

—— 9 s(x) KR
—— Therefore: s(x) B— 13Tk

—— Alternatively: ER® s(x) = x"(2n)p(1/x) - x*(2n+2)
—— Let me explain: BFF p(1/x) MR

|

|

|

|

|

|

|

|

|

|

|

|

| BRDBE s(x) = mO)h(x)

| |

| = EX m(x) = N(x*2 - kA2)

| |

| — # h(x) et

| |

| f—— consider: h(x) BFRTRSMR
| |

| F—— #3: h(x) = -xA2 + bx + ¢

| | — wait: HNBBHE b M ¢ WE
| |

| L—— Let me compute: HE h(x) KR
| |

| F—— 9 s(x) WM

| | L— Thus: b = 0

| |

| L B s(x) BRI

| L—— Therefore: ¢ = (-1)An / (n!)2
|

F—— Alternatively: #i& t(x) = x"(2n)p(1/x) = px(x)
|

—— 917 px(x) MR

| L—— Therefore: px(x) 2 p(x) MRABHX

|

—— & s(x) = t(x) - x*(2n+2)

| L—— Thus: s(x) = p*(x) - x*(2n+2)

|

—— Let me consider: px(x) HIFRE

The hidden thinking process of o1 contains the intrinsic
human-like cognitive process.



Cognition Engineering Provides the Foundation for
the Next Level of AGI
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language solving actions invention of an organization



I An Example: the Level 3 Agents

The model needs to iteratively refine its actions according to the state of the
tasks, which requires strong cognitive abilities, such as exploration, reflection

Planner
query
"' PLAN

D= o™ [E

observation 1
/ \ Controller

updated
No| \ J
The task Checker Actlon
is solved g _ j g{rs:st:;y
Lo v click
Yes
Completed

utilizing LLMs/LMMs for operate computers automatically



I An Example: the Level 4 Innovators

generate new knowledge from existing knowledge

—

/{ mathematics |

J

unsolved problems for
humans, e.g., the
Riemann Hypothesis.

~

-

@

cognition
engineering

y

>

~ experimental disciplines |

experiments

I\ & @

hypothesis




The Computation Cost of Cognition Engineering
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The Goal of Cognition Engineering

CoT gives strong performance benefits primarily on tasks involving math or logic,
with much smaller gains on other types of tasks

Meta-analysis of CoT improvements Our experiments on CoT improvements
text classificati 2 oontes i i b e e
ext classification 3o aad .3.. ﬁ e ¢ 3

Soft Reasoning

meta-linguistic o of sodeflefite o
commonsense reasoning a2ad e i. .
; oz Mathematical
encyclopedic knowledge oo { .i!::;;‘;i'
multi-hop QA
generation
entailment oo, 8 Slde Commonsense
] 4 *
context-aware QA o 43 A3HLS g’i-.(- -
other oo go .q;'gi RS o o glog
spatial & temporal reasoning € . .‘ f$lg co0e o0,
Symbolic
logical reasoning . o Qe g&&&.\ . ¢ e
L
math 3 - v {HREHY {1‘;-#{-.{{%{ o
3 —— Zero-shot direct answer Knowledge
symbolic & algorithmic . o0 b {‘{'{f' o apes s 0y o Zero-shot CoT

-60 -40 -20 0O 20 40 60
Improvement of CoT over direct answering
To Cot or not to Cot? Chain-of-thought helps mainly on math and symbolic reasoning, in arxiv 2024



I The Goal of Cognition Engineering

superhuman performance

Cognition Engineering

\ No CoT

" encyclopedic knowledge meta-linguistic




| Outlines

® How to implement the cognition engineering?



l Implementations of Cognition Engineering
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I Pipeline Implementations
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Pipeline Implementations

agent feedback
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I Selection Criterion for Agent
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I Selection Criterion for Agent

Utilizing Pass@N to estimate the upper bound of performance gain from the pipeline.

Pass@N



I Design Consideration for Feedback Types
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I Design Consideration for Feedback Types

ﬁ[ tool-based ]—\

\. The answer is incorrect

E File: ... error

0 The eraser is on the table
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7 N
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A
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) WE-#iE
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NOMeta @xb—=
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I Design Consideration for Integration Methods
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Pipeline Implementations
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I Design Consideration for Integration Methods

sequential integration: (q, rq, f1, T2, f2,...)

Step 2: Code execution

)

Unit tests Executor

— Step 1: Code

@[ E generation [ _F

== — Feedback
Praklsm Code | Explanation

1
Step 3: Code explanation —

Teaching Large Language Models to Self-Debug, in ICLR 2024

| disagree with you. To find the total number of revolutions, we need

| to consider both the rotation around circle B and the rotation of circle

I A itself. Therefore, circle A will revolve 3 times around its own center
ﬁ and 1 time around circle B, making a total of 4 revolutions.

|
| ™\
I ﬁ{l see your point, but...

v,
| ~
| QELJ{That's a valid point, however...

J

I ~\
| The negative side correctly considers both the rotation of circle A
I around its own center and its rotation around circle B, while the
| affirmative side only considers the rotation around circle B.
%1‘ Therefore, the answer is 4. \/,

Encouraging Divergent Thinking in Large Language Models through Multi-

Agent Debate, in EMNLP 2024



I Design Consideration for Integration Methods

tree-like integration: search along the tree guided by reward

Beam Search Lookahead Search



l End-to-end Implementations

End-to-end Implementations

system-2 prompting imitation learning reinforcement Learnin
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I System-2 prompting

End-to-end Implementations

system-2 prompting

4 )

THOUGHTS

| |
' |
| |
| |

I
| s REFLECTION |
l i
' |
l |
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Prompting models for System 2 thinking

Pros: low cost
Cons: no empirical results for performance gain

THOUGHTS

ALTERNATIVE HEFlEchuN GOAL
R VERIFICATION =

CHECK COMPREHENSIVE THINK

A“Sls INTEGRATION

RECOGNITION

Thinking Claude

Let Claude think comprehensively before responding!

g1: Using Llama-3.1 70b on Groq to create o1-like
reasoning chains

A super quick reminder: Thinking claude is not aimed for benchmarks or huge leaps in math or something,
since those are pre-determined by the base model (new Claude-3.5 Sonnet). | only want to explore how

further we could reach with Claude's "deep mindset". That said, when using it in your daily tasks, you will find
Claude's inner monolog (thinking process) very very fun and interesting. O g1_demo.lmp4 ~

https://github.com/richards199999/Thinking-Claude/tree/main https://github.com/bklieger-groq/g1



I Imitation Learning

End-to-end Implementations
imitation learning
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l Constructing Long Thoughts

Human-involved methods
Pros: high quality
Cons: high cost

think aloud

convert human EEG signals
into explicit language

Human annotations

/ question

First, there is ...

#1E)

Wait, perhaps it is better
to arrange dib

Well, let us
(k) | arrange the ...

[ | ".’./

Human-Al involved



l Constructing Long Thoughts

Gathering the trajectory of the system implementations

Pros: scaling

Cons: The alignment between the action from the agent and feedback signal

is challenged.

1. Tree Search (e.g., Monte Carlo)

W@

2. Selecting nodes to construct
exploration paths

3. Using LLMs to complete the 4. Post-training on long thoughts
reflection process

{question}

{patial solution}

{new steps}

My previous steps were incorrect, please
reflect on why they were wrong and complete

my thought process for starting a new step

Here is the thought: “But wait, perhaps it is
better to rearrange. Let me consider that @
s(X) = ...

o1 Replication journey: A strategic Progress Report--Part 1, in arxiv 2024



l Constructing Long Thoughts
Gathering the trajectory of the system implementations
Pros: scaling

Cons: The alignment between the action from the agent and feedback signal
is challenged.

‘g N
i Query <State1>

<Action> COT1 + Answer1
[ Responsel ]

<State1>

ﬂeu-disﬁuation:

uery the current model, use the best-of-n
(1 times <Action;>
or

2

§ o
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till t COT,; + Answer,
VYour angwer ig wrong, »
i can you try it again? <Reward;=0, State,,,>
2
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COT; + Answer;

[ Response, |

ﬂistillation:
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Recursive Introspection: Teaching Language Model Agents How to Self-Improve, in arxiv 2024




Constructing Long Thoughts

Distillation from models like o1
Pros: low cost and guarantees performance
Cons: The upper bound of the models is o1

distillation multi-agent debate tree search human annotations

low Cost 0

O1 Replication Journey -- Part 2: Surpassing O1-preview through Simple Distillation, Big Progress or Bitter Lesson?, in arxiv 2024




I Constructing Long Thoughts

Distillation from models like o1
Pros: low cost and guarantees performance
Cons: The upper bound of the models is o1

| AIME(2024) | MATH500
st | Accuracy # Average Token \ Accuracy # Average Token
Proprietary
ol-preview 12/30 9083 85.5 1501
o1-mini 21/30 9903 90.0 944
Parameter Size: 72B
Ours-72B | 13/30 8016 \ 87.2 2235

O1 Replication Journey -- Part 2: Surpassing O1-preview through Simple Distillation, Big Progress or Bitter Lesson?, in arxiv 2024



I Reinforcement Learning

End-to-end Implementations
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I Reinforcement Learning

CoT

Define the sequence (6,)by 6, = arccos —and 6, =26,_1.Then cos 8y= iand cos 6,= c0s(260,,1)= 2cos26,,_; — 1.Since the

sequences (a,)and (cos 9,,)nave the same initial term, and the same recursion, they coincide. We have that ~sin?0, = 1—cos?0, = W-

Since Suis acute, sin 60 = ﬁ, Now, 2ga;...a,1= €08 0 cos 0;... cos 0,,1= cos O cos 26,... cos 2"~16,. Multiplying both sides by
" " Tms

sin @ = ﬁ, we get ﬂgﬂ| a,.4= sin 6 cos O cos 20 cos 46,... cos 2" 16y= 5 sin 26,, €0 20, cos 46... cos 2716,

= 3 sin46;... cos2"105= L

2
3
2n},-]=2[ﬁ]

ko
Slsin270] < l -1 s tells us ¢ < 12. We can compute that —

1
3 sin 2"6,. Hence, |agay... 2, <5

19 19

1
7. Thebound 202 < ¢ <

< 1.Then c> =0 tells us that the integer closest to 100¢

2197

Cog!

We have an infinite real number sequence aq, a1, y, ..., where the initial term @y = . The recurrence relation is: a,, = 242, —1

forall n > 1. Our goal is to find the smallest constant csuch that for all 7, the inequality |aga; -+ a,| < ;holds true. Ultimately, we need % D P O/P P O

to calculate 100cand round it to the nearest integer.

First, we have the recurrence formula: a,, = 21'34 — 1. The initial condition is @y = —. To better understand this recurrence relation, we can

13
2
3 5 2 50 50-169 _ -119
try calculating the first few terms: 4, = 223 -1 = z[ﬁ] =Oxim=1=gg-1=" =5
2
Y O 141 28322 . _ 2832228561 _ 239 —_
ay=2a7-1= 2[—169] 2x 7561 56T 1 o1~ 3ms61- BY calculating the first few terms, we can observe the trend

of the sequence 4,,. However, this does not diredry help us solve the inequality problem. Therefore, we need to find a more effective method.
The original inequality s: [aga, -+ a,,1| < 5. To simplify ths inequality, we can multiply both sides by 2" |2a - 2a -+ 24,1 | < c.This
way, we have transformed the inequality into a product form involving 2a;. However, while this step simplifies the form of the inequality, it does
not immediately reveal how to further handle the product of 2!!,. Thus, we need to explore other methods to address this recurrence relation.
Observing the recurrence formula: a,, = 242_ — 1. This resembles the double-angle formula for the cosine function: cos(20) = 2 cos20 - 1
This similarity leads us to the idea that perhaps we can relate the sequence a,,to the cosine function. Suppose each term a,,can be c O re - t ra i n i n a reWa rd m O d e | fo r h i h —
represented as the cosine of a certain angle. Specifically, let: @, = cos 0,,. Thus, the recurrence formula becomes: cos 0,, = 2 cos26,_; -1 - g g
According to the double-angle formula, we know: cos(20) = 2 cos20 — 1. Therefore, we can deduce: cos 0, = cos(20,,_,). This implies: R . R

NS, S s q ua | | ty h uman t h in k in g p rocess
iterating further, we obtain: 6, = 2"Ogwhere 0jis the initial angle corresponding to a,. Based on our definition: @y = cos 0, = %

To find 6y, we need to calculate: 0y = arccos[ ] Additionally, we can compute:

[ / 25 /144
sin 0 = y/1-cos20, = [1- e =l . Thus, we have sin 6, = 12 Returning to our inequality:

lagay -

-1
T —,, Based on our definition a; = cos 0;, we have: aya; *- @, = I'I o €0s 0;.Since 6; = 2'0y, we can express the

(2"6,
product as: I1 ., cos(2/6,). Using the product formula for cosines, we know: [T ", cos(2/6) = M Therefore, the inequality can be

20,)
2750,

transformed to < Multiplying both sides by 2" sin O(noting that sin 6 > 0), we obta

= sin(2"6,)| < ¢-sin 6,

Substituting the known sin 6, = H, we get: [sin(276,)| < c- Ta ensure this inequality holds for all 11, we require:

Isin(2" 6,) 3) " . i 3 o 18
> ""(l_"‘ = ﬁ|5m(2"liu)\. Since [sin(2"6,)| < 1forall n, the smallest cmust satisfy: ¢ > E Therefore, the smallest cis 7. The
i
?

1 1.
problem requires us to calculate 100cand round it to the nearest integer. Based on our value for ¢: 100c = 100X 13 = 2% = 108.3.

Rounding 108.3to the nearest integer, we obtain: 100c ~ 108. Therefore, the final answer is 108




l Reinforcement Learning

» outputs: thought + response
» dpo only in the response

Prepend ;
thaughE prampt Sample multiple Ol.lltputS
_ User. | Evaluate only
instruction Think before responses
responding thought
instruction response
I
I ' i 7
E n DPO training

Preference pairs

Chosen
output

Rejected
output

Thinking LLMs: General Instruction Following with Thought Generation, in arxiv 2024



l Reinforcement Learning

i/
I

multi-turn rl
v’ the first attempt is correct
v’ the first attempt is incorrect but the second attempt is correct

e ———————— i ———— e

P ~o ’/J
Stage I: Train an initialization for self-correction ‘\ . Stage II: Run Multi-turn RL with reward shaping
1 |
1
Constrain to Maximize ; ] Maximize sha
: | R ped
base model reward : : Maximize reward reward
I 1
first attempt (y,) second attempt (y,) : ; first attempt (y,) second attempt (y,)
———————— ' 1 ———————a
1 ] I I
I-F_T--T- ) ' 1 E_>]: "T"T'T' ' 1 i
1 1
Foundation model trained with SCoRe ' | Foundation model trained with SCoRe
1 ]
1 1
[ e R : | fesiteifbegties)
L | : £ 1 1 % L
prompt (x) F A prompt (x)
’ \
Vi Ay

A e T e e e e s i e i s e e S

Training Language Models to Self-Correct via Reinforcement Learning, in arxiv 2024



I Connections Between the Two Implementations



- Q&A
i ® \What’s the cognition engineering?
® Teach models to learn from the entire human cognitive process.
® \Why now cognition engineering?
® | evel 2 AGI: cognition engineering advances the models to reasoners
® |evel 3-5 AGI: cognition engineering provides the foundation for the
next level of AGI
® How to implement the cognition engineering?
® Pipeline implementation
® Agent
® Feedback
® Integration Our position paper 'Cognition
® End-to-end implementation Engineering' will be preprinted soon!
® System-2 prompting
® [mitation learning
® Reinforcement learning



